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Exercise 1. Given (X1, . . . , Xn) ∼ P⊗n and for each θ ∈ Θ a function mθ : X → R
belonging to L1

P consider Mn(θ) = Pnmθ = 1
n

∑n
i=1mθ(Xi) and M(θ) = Pmθ. Show that

any estimator θ̂n such that Mn(θ̂n) 6 Mn(θo) + oP(1) converges in probability to θo, if the
following conditions are satisfied

(a) Θ is compact,

(b) M(θo) < M(θ) for all θ 6= θo,

(c) θ → mθ(x) is continuous for all x,

(d) sup{|mθ(X)| : θ ∈ Θ} belongs to L1
P .

Exercise 2. Consider a real-valued r.v. X and a r.v. Z ∼ U([0, 1]) obeying a nonlin-
ear regression model Ef

θ
(X|Z) = f

θ
(Z), where the regression function f

θ
belongs to a

parametric subset {f
θ
, θ ∈ Θ} of L2([0, 1]). We assume further that ε = X − f

θ
(Z) has

a finite second moment and it is independent of Z. Given for each n ∈ N i.i.d. copies
(Xi, Zi), i ∈ J1, nK, of (X,Z) denote by θ̂n = arg minθ∈Θ

∑n
i=1(Xi − fθ(Zi))2 the least

squares estimator (LSE), if it exists. Determine sufficient conditions on the parametric
family {f

θ
, θ ∈ Θ} to ensure the consistency of the LSE.

Exercise 3. For n ∈ N consider the uniform distributions Pn = U([0, 1]) and Qn =
U([0, 1 + 1

n
]) on the common measurable space (R,B). Show that Pn / .Qn holds. Is this

also true for the product probability measures Pn = U⊗n([0, 1]) and Qn = U⊗n([0, 1 + 1
n
])

on the common measurable space (Rn,B⊗n)?

Exercise 4. Considering the product experiment (Rn,B⊗n, {Exp⊗n(θ), θ > 0}) test the
null hypothesisH0 : θ = θo against the alternativeH1 : θ > θo using the test φn = 1{Zn>cn}
with Zn := − 1

n

∑n
i=1 X

2
i .

(i) Show that the sequence of product experiments is LAN for each θo > 0 and derive its
central sequence.

(ii) Determine a sequence cn such that φn is an asymptotic level α test.

(iii) Show that the asymptotic power of φn under a local alternative θo + h/
√
n is given

by limn→∞ βϕn(θo + h/
√
n) = FN(0,1)(−z1−α + h 2

θo
√

5
).

(iv) Calculate the relative asymptotic efficiency of φn w.r.t. an asymptotic optimal test φ∗n.
Which sample size n is needed, such that φn has the same asymptotic power than φ∗n′

with sample size n′ = 100.



Hint: If X ∼ Exp(θ), then E(Xk) = k!
λk

for each k ∈ N.

Exercise 5. Given an i.i.d. sample X1, . . . , Xn ∼ p consider a kernel density estimator
p̂
h

= 1
hn

∑n
i=1K(Xi−x

h
) of p(x) at a given point x, whereK is a kernel and h is bandwidth.

Assuming that p belongs to the Hölder classH(β, L) and thatK is a kernel of order l = bβc
with λ(|id|β|K|) < ∞, show that for each x ∈ R, h > 0 and n ∈ N it holds |biasp (x)| 6
hβ L

l!
λ(|id|β|K|).

Exercise 6. Consider r.v.’s Y and Z obeying Y = σ(Z)ε, where ε is centred with variance
1 and independent of Z ∼ U([0, 1]). Let (Xi, Zi), i ∈ J1, nK, be an i.i.d. sample of (X,Z).
Given a kernel K and a bandwidth h consider at a point z ∈ [0, 1] the kernel estimator
σ̂2
h(z) = 1

nh

∑n
i=1 Y

2
i K
(
Zi−z
h

)
of the variance function σ2(z).

(a) Derive an upper bound for bias(z) = E(σ̂2
h(z)) − σ2(z) if σ2 belongs to an Hölder

class and K is a kernel of appropriate order.

(b) Derive an upper bound for Var(σ̂2
h(z)) assuming that E(ε4) < ∞, ‖σ2‖L∞ < ∞ and

‖K‖L2 <∞.

(c) Find an upper bound for MSE(z) = E|σ̂2
h(z)− σ2(z)|2 depending on the bandwidth.

Select an optimal value for the bandwidth and derive the associated upper bound.

Exercise 7. Consider an ONB {1[0,1]} ∪ {uj, j ∈ N} in L2[0, 1] and the sieve (J1,mK)m∈N
in N. Given for each n ∈ N an observable quantity [p̂ ] = (Pnuj)j∈N using an i.i.d.
sample Xi ∼ p , i ∈ J1, nK, let

{
p̂m = 1[0,1] +

∑m
j=1[p̂ ]

j
uj,m ∈ N

}
be a family of

OSE’s of p = 1[0,1] +
∑

j∈N[p ]
j
uj ∈ L2([0, 1]). Assuming that 0 < p−1

0
6 p 6

p0 < ∞ λ-a.s. for some finite constant p0 > 1 show that the OSE (p̂mn )n∈N with
mn := arg min{max(n−1m,

∑
j>m |[p ]

j
|2),m ∈ N} is oracle optimal (up to a constant)

for the integrated means squared error, i.e., E ‖p̂ − p‖2
L2 .

Exercise 8. Consider r.v.’s Y and Z obeying Y = σ(Z)ε, where ε is centred with variance
1 and independent of Z ∼ U([0, 1]). Let (Xi, Zi), i ∈ J1, nK, be an i.i.d. sample of (X,Z).
Given an ONB {uj, j ∈ N} in L2[0, 1], the sieve (J1,mK)m∈N in N, and for j ∈ N the
observable quantity [σ̂2]j = 1

n

∑n
i=1 Y

2
i uj(Zi) let

{
σ̂2
m :=

∑m
j=1[σ̂2]juj,m ∈ N

}
be a

family of OSE’s of σ2 =
∑

j∈N[σ2]juj ∈ L2([0, 1]). Assuming for some finite constant
σ2
o > 1 that 0 < σ−2

o 6 σ2 6 σ2
o < ∞ λ-a.s. show that the OSE (σ̂2

mn
)n∈N with mn :=

arg min{max(n−1m,
∑

j>m |[σ2]j|2),m ∈ N} is oracle optimal (up to a constant) for the
integrated means squared error, i.e., E ‖σ̂2 − σ2‖2

L2 .


